3MMHWIK Hay4HbIN Bble3q,
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MHCTUTYT

[NMPOIPAMMA
HOKJITALOB

Cy660T3a, 25 peBpanga

dsbik PopmaTt OoKnapyuk Hay4Hasa rpynna
09:00-
C6o0p U perncrpaums
09:20
09:20-
BcTynmTenbHoe crnoBo
09:30
Optimal Liquidity Providing
09:30- Optimal control in
via AMM with concentrated Pyc O4YHO CaBWH Anekcel JleoHMOoBMY
09:50 decentralized finance
liguidity
09:50- Active liquidity management Optimal control in
Pyc OYHO BaneeB AMup PyctamoBuY
10:10 strategies in CLMMs decentralized finance
OnTuManbHoe
10:10- CaBWrHOB Makcum Optimal control in
pacrnonoXkeHme cpeacTs Mo Pyc OYHO
10:30 MaKcmMMoBUY decentralized finance
nynam NMMKBUOHOCTU
10:30-  Optimal trading with Optimal control in
Pyc O4YHO PyoHes Cepren Mumuxamnosumy
10:50 automatic market makers decentralized finance
Kode-6peink
Mpombicrios MnatoH
1:10- Flow internalization in crypto BanepbeBuny
Pyc O4YHO BantoTHbIM MapKeT MeMKUHT
1:30 market CoaBTOp - MNpoMbicrioBa
fony6a BanepbeBHa
Pricing & hedging of
11:30-
Pricing derivatives on TVI Pyc OYHO ®epopos JleB EBreHbeBUY derivatives on proprietary
11:50
indices
Low Volatility Indices n PoBac AnekcaHgp Pricing & hedging of
11:50-
oLeHMBaHKMe OMNLUMOHOB Ha Pyc OYHO AHaToNbeBMUY, derivatives on proprietary
12:10
HUX CepreeB ApTéM [JeHncoBuY indices
12:10-

MOCTEPHAY CECCUA
12:50



A3bik dopmat [JoKnaguuk Hay4yHas rpynna
LLlabakaeBa AnbMumpa
PunHaToBHa,
12:50- OYHO, Mopgenun ctoxacTuyecKkom
J1okanbHaga BOMATUNbHOCTb Pyc LwvH Bnagnmup tOpbeBmy,
13:10 OHMamH BOMIATU/IbHOCTU
TokaeBa AnekcaHfpa
AneKkcaHOpOBHa
Modern quadrature pricing. HacyHoB bagma CaHanoBumy
13:10- Mopenun cToxacTMyecKom
A primer with the Heston ENG OYHO CoaBTop - MocueBud Kmnpunn
13:30 BOMIATU/TbHOCTU
model. BukTopoBumy
Kop6aH Kunpunn
OMutpreBsuny,
13:30- Monte-Carlo Methods for the JéreHbkui JaHun Mooenu cToxacTu4ecKom
ENG OYHO
13:50 Heston Model BanepbeBuy, BOMATUNBbHOCTU
CazsoHoB ApTeMum
AnekcaHOpoBUY
KynakoBa EnnsaBeTa
AHOpeeBHa,
13:50- Volatility may pretend to be OYHO, COTHMKOB OMUTPUM Mopenun ctoxacTmyecKkom
ENG
1410 rough OHMMaMH  Muxanmnosud, BOMTATUNBbHOCTU
DegawmnH Hrukmta
AnekcaHOpoBUY
O6en
[oknag npurnaweHHoro
15:00- BbypHaeB EBreHunn
sKkcnepTa "NEURAL OPTIMAL ENG OoHMamH *CM. AHHOTALIMIO HMKE
16:10 Bnaoumumposuy
TRANSPORT"
Kode-6peink
"TeKcToBbIM aHann3"
16:30- MUKUTHYK MapuHa DaKTopPHbIM aHanM3 un
SKOHOMMKM: O Noaxoae u Pyc OYHO
16:50 OMuTpreBHa MPOrHO3npoBaHMe
nepBbIX pe3ynbTaTax
16:50- Iterative Topic Modeling with MDaKTOPHbIN aHanu3 n
Pyc O4YHO KopobkunHa Oapba MNaBnosHa
1710 Time Series Feedback NPOrHo3npoBaHme
17:10- DaKTopHbIM aHanM3 u
NHdnauma Pyc O4YHO XopykoaH JleB CypeHoBUY
17:30 MPOrHo3npoBaHue
17:30- [pavBepbl Ha POCCUNCKOM TepexoB MBaH AnekceeBuny, DaKTOPHbIN aHanu3 n
Pyc OYHO
17:50 pPbIHKE aKL MW LlIkeHeB MNéTp AHApeeBMY NPOrHo3npoBaHue
17:50-
3aKknunTebHOE C/I0BO
17:55
17:55-
MOCTEPHAA CECCUA
18:40

Y)XXUH
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BockpeceHbe, 26 peBpansa

A3bik  @dopmMaT [JoKnagayuK-acrnmpaHT HayuHbiln pykoBoauTenb

09:10-

BcTtynutenbHoe cnoso
09:20

O BepOATHOCTAX pa3opeHns
09:20- AHTUNOB BUKTOP

C MHBECTULIMAMU B PUCKOBbIN Pyc OoHNMamH KabaHoB tOpuin Muyxamnosmy
09:40 AnekceeBuyY

aKTUB

BepoaTtHocTK pa3opeHua ansa
09:40- w~Mopgenu Cnappe AHOepceHa Mpombicnos MnaToH

Pyc O4YHO KabaHoB tOpui Muxannosmy

10:00 C MHBECTULMAMM: Cry4dan BanepbeBuy

AHHYWTETHbIX NNaTeXXen

AKCMOMaTUYECKUW B3MNAA Ha
10:00- MoOenm CUMCTEMHOIO pUcKa CupopeHKo ApTyp

Pyc OYHO KabaHoB tOpui Miuxannosmy

10:20 Pomxepca--BepaapT n MaBnoBmY

CyO3yKU--ONbCUHIepa
10:220-  Optimal transport problem in

ENG O4YHO CokonoB Kupwnn Onerosny  borayeB Bnagnmump Mropesuy

10:40 financial mathematics

OdunumanbHag NoMoLLb
10:40- MUKMUTUYK MapuHa MonTtepoBKy Buktop

pPa3BMBaOLLKMMCA CTPaHaM: Pyc OYHO
1:00 OMuTpreBHa MeepoBuy

HOBbIW B3rNag
11:00-

3aKnunTENbHOE CNOBO
11:05

*OOKNAQ, NMPUTTIALLEHHIO 9KCMNEPTA - EBFEHUA BYPHAEB

Title: Neural Optimal Transport
Abstract:

Solving optimal transport (OT) problems with neural networks has become widespread in machine learning.
The majority of existing methods compute the OT cost and use it as the loss function to update the generator
in generative models (Wasserstein GANSs). In this presentation, | will discuss the absolutely different and
recently appeared direction - methods to compute the OT plan (map) and use it as the generative model
itself. Recent advances in this field demonstrate that they provide comparable performance to WGANSs. At
the same time, these methods have a wide range of superior theoretical and practical properties.

The presentation will be mainly based on our recent paper "Neural Optimal Transport"
https://arxiv.org/abs/2201.12220 (ICLR, 2023). | am going to present a neural algorithm to compute OT plans
(maps) for weak & strong transport costs. For this, | will discuss important theoretical properties of the duality
of OT problems that make it possible to develop efficient practical learning algorithms. Besides, | will prove
that neural networks actually can approximate transport maps between probability distributions arbitrarily
well. Practically, | will demonstrate the performance of the algorithm on the problems of unpaired image-to-
image style transfer and image super-resolution.



Related Work:

— Neural Optimal Transport (ICLR, 2023) - https://arxiv.org/pdf/2201.12220.pdf

— Unpaired Image Super-Resolution with Optimal Transport Maps (preprint) -
https://arxiv.org/pdf/2202.01116.pdf

— Generative Modeling with Optimal Transport Maps (ICLR, 2022) -
https://openreview.net/pdf?id=5]JdLZg346Lw

— Do Neural Optimal Transport Solvers Work? A Continuous Wasserstein-2 Benchmark (NeurlPS, 2021)
https://proceedings.neurips.cc/paper/2021/file/7a6a6127ff85640ec69691fb0f7cbla2-Paper.pdf

Bio:

Evgeny Burnaev received the M.Sc. degree from the Moscow Institute of Physics and Technology (MIPT), in
2006, and the Ph.D. degree from the Institute for Information Transmission Problems, in 2008, and D.Sc. from
MIPT in 2022. He is currently a Full Professor, Head of Applied Al center, Skoltech, Moscow, Russia.

His research interests include deep learning for 3D data analysis, generative modeling and manifold learning,
surrogate modeling and optimization of industrial systems. The results are published in top computer
science conferences (ICML, ICLR, NeurlPS, CVPR, ICCV, ECCV among others) and journals. His H-index
according to Google Scholar is 33. Evgeny Burnaev was honored with several awards for his research,
including Moscow Government Prize in the category for the Transmission, Storage, Processing and
Protection of Information for leading the project “The development of methods for predictive analytics for
processing industrial, biomedical and financial data”, Geometry Processing Dataset Award for the work “ABC
Dataset: A Big CAD Model Dataset For Geometric Deep Learning”, Symposium on Geometry Processing
(2019), the Best Paper Award for the research in eSports at the |IEEE Internet of People conference (2019), the
llya Segalovich Yandex Science Prize “The best research director of postgraduate students in the field of
computer sciences” (2020), the Best Paper Award for the research on modeling of point clouds and
predicting properties of 3D shapes at the Int. Workshop on Artificial Neural Networks in Pattern Recognition
(ANNPR) (2020).

Since 2007 Evgeny Burnaev has carried out many successful industrial projects with Airbus, SAFT, IHI, Sahara
Force India Formula 1team, etc. The corresponding data analysis algorithms, developed by Evgeny Burnaev
and his scientific group, formed the core of the algorithmic software library for metamodeling and
optimization. The software library passed the final Technology Readiness Level certification in Airbus.
According to Airbus experts, the application of the library "provides the reduction of up to 10% of lead time
and cost in several areas of the aircraft design process".


https://arxiv.org/pdf/2201.12220.pdf

